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Abstract

The present paper documents the geometric optimization of L and C-shaped channels in laminar natural convection

subject to global constraints. The objective is to maximize the heat transfer rate from the hot wall to the coolant fluid.

Three different configurations were considered: (i) an L-shaped asymmetric vertical heated channel with an adiabatic

horizontal inlet, (ii) an asymmetric vertical heated channel with an adiabatic vertical outlet, and finally, (iii) a C-shaped

vertical channel with horizontal inlet and outlet. The two first configurations are free to morph according to two degrees

of freedom: the wall-to-wall spacing and inlet (or outlet) height. The third configuration is optimized with respect to the

wall-to-wall spacing, and the heights of the inlet and outlet ports. The effect of the inlet or outlet horizontal adiabatic

duct lengths is also investigated. The optimization is performed numerically by using the finite element technique, in the

range 105 < Ra < 107 for Pr = 0.7, where Ra is the Rayleigh number based on a fixed total height H of the channel. The

numerical results show that optimization is relevant, since the three degrees of freedom considered have a strong effect

on the heat transfer delivered from the hot wall to the fluid. The optimal geometric characteristics obtained numerically

(i.e., optimal spacing, optimal height and lengths) are reported and correlated within a 7.5% maximal disagreement

range.

� 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

The quest for better designs has always been a central

goal in engineering. The necessity of constant improve-

ment challenges scientists in most fields. In heat transfer,

for example, the challenge could be translated as: how to

heat, cool, serve, arrange for minimal cost or maximal

performance?
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Nowadays, with the increasing cheapness and availa-

bility of reliable numerical packages, optimization of

convective flows (forced and natural) has become more

popular. A review of the subject is given in Ref. [1],

which focuses on the generation of shape and structure

by maximizing global performance of flow systems sub-

ject to global constraints. This view is known as the con-

structal approach. One important branch of this theory

concerns heat transfer augmentation, where dimensions

reserved to fluids that act as a heating or cooling agent

are optimized (e.g., enclosures, channels, staggered

plates, fins).
ed.
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Nomenclature

cP specific heat, Jkg�1K�1

D wall-to-wall spacing, m

g gravity, ms�2

�h average heat transfer coefficient, Wm�2K�1

H height, m

Hin inlet port height, m

Hout outlet port height, m

k thermal conductivity, Wm�1K�1

L horizontal channel length, m

Ld extended inflow length, m

Lu extended outflow length, m

_m0 mass flow rate per unit of length, kgs�1m�1

n mesh trial

P pressure, Nm�2

Pr Prandtl number

q 0 heat transfer rate per unit of length, Wm�1

�q000 average heat flux, Wm�2

R residual vector

Ra Rayleigh number, Eq. (10)

Tw hot wall temperature, K

T0 inlet fluid temperature, K

u horizontal velocity component, ms�1

u solutions vector

v vertical velocity component, ms�1

x, y Cartesian coordinates, m

W volume breadth, m

Greek symbols

a thermal diffusivity, m2s�1

b coefficient of volumetric thermal expansion,

K�1

q density, kgm�3

r maximum error

m kinematic viscosity, m2s�1

l viscosity, Nsm�2

Subscripts

i iteration index

n mesh index

Superscript

� dimensionless variables
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In this paper, we take a closer look at a well-known

class of heat transfer problems: the driven buoyancy

flows. Due to its low cost, relative simplicity and reliabil-

ity, natural convection has always been an attractive

cooling technique in engineering. Its applications are

countless, embracing different technical fields. For

example, natural circulation powered by buoyancy

forces in buildings and houses, also known as Trombe

walls [2–8], are commonly used. Electronics can be ther-

mally controlled by natural convection [9–20]. In nuclear

and chemical reactors, buoyancy forces also play an

important role.

In the present paper, we focus on a relatively new

class of buoyancy driven flows, the L and C-shaped

channels. Very few studies are available on the subject

[21–23]. However, in none of them heat transfer aug-

mentation under global constraints (optimization) was

the main concern. This motivates the present paper in

which we further investigate this class of channels. Our

objective is to determine the optimal geometric features

of the channel that maximize the total heat transfer rate

from the hot wall to the coolant.
2. Optimally designed L-shaped channels

Consider the vertical asymmetrically heated channels

shown in Fig. 1, where two different configurations are

sketched: (a) a vertical channel with horizontal inlet
and vertical outlet, shown in Fig. 1a, and (b) a vertical

channel with a vertical inlet and a horizontal outlet,

Fig. 1b. In each case, the temperature difference between

the right-hand side hot wall and the cold fluid at the inlet

triggers buoyancy forces. The fluid is driven upward,

and by mass conservation, a suction effect is induced.

In both configurations, the total height H of the

channel is fixed. In other words, H is the summation

of the inlet (or outlet) port height, and heated section

length. Each configuration is free to shape itself with re-

spect to two degrees of freedom: (i) the wall-to-wall

spacing D, and (ii), the inlet or outlet height,Hin orHout.

When Hin (or Hout) varies, the length of the heated

section (H � Hin) varies accordingly because of the con-

strained total height. H is the length scale used to non-

dimensionalize the degrees of freedom

ðeD; eH in; eH outÞ ¼
ðD;H in;HoutÞ

H
ð1Þ

The dimensionless total height is obviously equal to 1.

The optimal L or C-shaped channel design refers to

the geometrical features presented in Eq. (1) that maxi-

mizes the energy removed from the hot wall. Such figure

of merit is based on the evaluation of the total energy

transferred from the hot wall to the fluid (i.e. the heat

transfer rate), and can be evaluated as follows:

q0 ¼ �k
Z H

0

oT
ox

����
x¼D

dy ð2Þ



Fig. 1. The numerical domain and boundary conditions of a vertical heated channel with (a) a horizontal inlet, and (b) horizontal

outlet.
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where k is the thermal conductivity of the fluid. The heat

transfer rate is written per unit length perpendicular to

Fig. 1. Note that the evaluation of the heat transfer rate

is performed from y = Hin to y = H for the setup shown

in Fig. 1a, and from y = 0 to y = H � Hout for the setup

shown in Fig. 1b. The inlet or outlet ports occupy the

remaining portion of the height H, and consequently,

the energy added to the fluid in this region is zero. The

dimensionless version of Eq. (2) reads as

~q0 ¼ q0

kðT w � T 0Þ
ð3Þ

The existence of an optimal wall-to-wall spacing

stems from the fact that when eD is too small, the fluid

reaches a temperature level equal to the one of the hot

wall before the end of the wall. When this happens,

the remaining heated length of the wall is not �cooled�
by the fluid, which reduces ~q0. In the other extreme wheneD is large, the fluid receives energy from the whole

length of the hot wall, but the chimney effect, which

accelerates the fluid upwards, is lost. This suggests the

existence of an optimal wall-to-wall spacing eD which

maximizes ~q0.
The optimization of the inlet (or outlet) height is as

important as the optimization of the wall-to-wall spac-

ing. For a fixed H, the smaller the inlet and outlet ports,
the larger the surface of exchange where heat can be re-

moved by the fluid. However, in the limit where eH in ! 0

or eH out ! 0, the induced mass flow rate vanishes, and as

a consequence, the heat transfer rate goes to zero,

~q0 ! 0. This tradeoff suggests the existence of an opti-

mum height for the inlet and outlet ports.
3. Intersection of asymptotes method

In this section we present scaling arguments to pre-

dict the optimal L-channel configuration in terms of

heat transfer. At this point, we simplify the discussion

by noting that the flow resistance is minimized when D

and Hin (or Hout) are of the same order of magnitude

[11]. In other words, avoiding abrupt changes in the

cross-sectional area of the channel (i.e., D � Hin) leads

to larger mass flow rate, and thus heat transfer rate.

We also disregard the effect of the extension adiabatic

length, L. The scale analysis is based on the case where

L! 0. When L is large, smaller heat transfer rates are to

be expected due to friction losses in the extension that

act as a brake diminishing the mass flow rate in the

channel. In other words, the scale predictions of this sec-

tion will overestimate the heat transfer rate when com-

pared with a design where L5 0.
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Fig. 2. The heat transfer rate in the limit of large ð eH in ! 0Þ and
small ð eH in ! 1Þ inlet port and the asymptote method.
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To determine the optimal port inlet height, we use the

asymptote method [1,11,20]. The heat transfer rate scale

is evaluated in two extreme limits (Hin ! 0 and

Hin ! H). The optimal is approximately located where

the curves corresponding to the two extreme limits

intersect.

In the limit of small inlet port cross-section Hin ! 0

(and therefore D! 0, according to the aforementioned

assumption), the flow is fully developed in a large por-

tion of the channel. One can use the solution obtained

analytically for a fully developed flow between parallel

plates in natural convection. For such configuration,

the mass flow rate reads as [11]:

_m0 � 1

2

qgbH 3
inðT w � T 0Þ
12m

ð4Þ

The total heat transfer rate between the stream and the

hot wall is

q0H in!0 ¼ _m0cP ðT w � T 0Þ ð5Þ

i.e., by using Eq. (4),

q0H in!0 ¼
qgbcPH 3

inðT w � T 0Þ2

24m
ð6Þ

Eq. (6) shows that in the fully developed limit q 0 scales as

H 3
in.

In the other limit, Hin ! H, the heat current crosses a

boundary layer that grows on the wall. The heat transfer

rate can be determined by,

q0H in!H ¼ �hðT w � T 0ÞðH � H inÞ ð7Þ

For Pr = 0.7, the average heat transfer coefficient is [11]

�h ¼ k
ðH � H inÞ

0:516
gbðT w � T 0ÞðH � H inÞ3

am

" #1=4
ð8Þ

By combining Eqs. (7) and (8), we obtain

q0H in!H ¼ 0:516kðT w � T 0ÞRa1=4ð1� H in=HÞ3=4 ð9Þ

where Ra is the Rayleigh number defined as:

Ra ¼ gbðT w � T 0ÞH 3

am
ð10Þ

In the large-Hin limit, the total transfer is proportional

to (1 � Hin/H)
3/4.

The dimensionless version of the curves obtained in

the two extreme limits, Eqs. (6) and (9), are reported

in Fig. 2. The optimal inlet height can be approximated

by the eH in value where the two curves intersect,

ðq0eH in!0
ÞEq:ð6Þ ffi ðq0eH in!1

ÞEq:ð9Þ. The result in terms of the

dimensionless variables introduced in Section 2 is

ð1� eH in;optÞeH 4

in;opt

ffi 0:03491Ra ð11Þ
where Ra is the same as in Eq. (10). A particularly sim-

ple solution of Eq. (11) appears when eH in 	 1, in which

case one can rewrite the nominator as ð1�eH in;optÞ � ð1� 0:25 eH in;optÞ4. Eq. (11) then yields,

eH in;opt �
1

0:25þ 0:43Ra1=4
ð12Þ

It is worth mentioning that in an order of magnitude

sense, the optimal outlet height (Fig. 1b) scales in the

same way as the optimal inlet height (Fig. 1a) described

above. Eq. (12) can be reintroduced in Eq. (6) or Eq. (9)

to determine the maximum heat transfer rate, which

now reads as

~q0max � 0:516Ra1=4 1� 1

0:25þ 0:43Ra1=4

� �3=4
for Pr ¼ 0:7 ð13Þ

As shown, the asymptote method and the scale analysis

approach are a powerful tool that allows engineers and

scientists to obtain quick estimates of optimal configura-

tions. It is important though to understand the limits of

the theoretical results that we obtained, Eqs. (12) and

(13). In particular, the numerical factors in these equa-

tions provide us with an order of magnitude, not a pre-

cise value. For example, in Eq. (13), the factor 0.516

should be understood as a number of order 0.5. In fact,

as we will see in Table 3, the numerical value is closer to

0.3, but in an order of magnitude sense, the two values

are equivalent, as described is Refs. [1,11,20,26]. This

should be kept in mind when evaluating the success of

the scale analysis in comparison with numerical results,

Sections 5 and 6. Another limit of the results presented

in this section is that they have been derived in the limit

L! 0. When L is non-zero, the thermal performance

will decrease. In other words, Eq. (13) overestimates

the heat transfer rate when L5 0. The relative simplic-

ity of the analysis presented in this section is certainly

worth the approximate feature of Eq. (13).
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4. Mathematical and numerical formulation

Consider the two-dimensional L-shaped channels

shown in Fig. 1. For the vertical channel with a horizon-

tal inlet, Fig. 1a, the numerical domain is composed of

the extension of the inlet port (Lu · Hin), the inlet port

(L ·Hin), the main channel (D · H), and the extension

of the outlet domain (D · Ld). For the channel with hor-
izontal outlet, Fig. 1b, the numerical domain is com-

posed of the extension of the inlet region (D · Lu), the
main vertical channel (D · H), the outlet port (L · Hout),

and finally, the extension of the numerical outlet port

(Ld · Hout).

The mass flow rate and velocity profile at the en-

trance of the physical channel is unknown a priori: it de-

pends on the geometry of the channel. The objective of

inserting to the computational domain an �artificial�
extension to the inlet and outlet is for avoiding the

inconvenience of having to specify any velocity or tem-

perature profiles at the physical channel entrance or exit,

by postponing the imposed velocity and temperature

profiles to the inlet and outlet planes of the numerical

extensions. The lengths Lu and Ld are long enough so

that the flow can be considered fully developed in the

extensions and in particular at the inlet and outlet planes

of the numerical extensions. As we will see later, this

simplifies the boundary conditions, with the drawback

that the computational domain is larger than the physi-

cal domain. This approach has been used with success in

[25,27], and in other fixed pressure drop problems [28].

Note that other approaches can be used to deal with

the unknown velocity profile at the entrance [22]. In any

case, it has been found that even though the velocity

profile can be affected significantly by the choice of inlet

boundary conditions, the heat transfer rate––the figure

of merit considered in this paper––is relatively insensi-

tive to the choice of boundary condition at the inlet

[22]. In other words, in view of the scope of this paper,

the decision to use extension domains rather than an-

other numerical approach does not affect the optimiza-

tion results.

The required lengths of the inlet and outlet exten-

sions eLu ¼ Lu=H and eLd ¼ Ld=H were determined based

on the variation of ~q0, Eq. (3), for each geometric config-
urations simulated. Tests showed that the solution be-

comes insensitive (i.e., the heat transfer rate changes

by less than 0.5%) to any increment in the lengths ofeLu and eLd when their values are approximately equal

to 0.2. However, this insensitivity threshold value is

slightly dependent on Ra. To avoid the inconvenience

of changing eLu and eLd for every calculation, they have

been set equal to 0.5––a number larger than 0.2––in all

the simulations presented in this paper.

The conservation equations of mass, momentum and

energy, for a single-phase two dimensional numerical

domain were solved within the laminar range of
105 < Ra < 107. To take into account the buoyancy

force, the so-called Oberbeck–Boussinesq approach

was used based on the assumption that the temperature

difference between the hot wall and the cold fluid is small

enough, b(Tw � T0)	 1. This leads to the following

dimensionless differential system:

o~u
o~x

þ o~v
o~y

¼ 0 ð14Þ

Ra
Pr

� 	1=2

~u
o~u
o~x

þ ~v
o~u
o~y

� 	
¼ � oeP

o~x
þr2~u ð15Þ

Ra
Pr

� 	1=2

~u
o~v
o~x

þ ~v
o~v
o~y

� 	
¼ � oeP

o~y
þr2~vþ Ra

Pr

� 	1=2eT
ð16Þ

ðRaPrÞ1=2 ~u
oeT
o~x

þ ~v
oeT
o~y

 !
¼ r2eT ð17Þ

where r2 ¼ o2=o~x2 þ o2=o~y2. The variables and the fluid

properties are defined in the nomenclature. The govern-

ing equations were non-dimensionalized using the fol-

lowing variables

ð~x; ~yÞ ¼ ðx; yÞ
H

ð18Þ

ð~u;~vÞ ¼ ðu; vÞ
ða=HÞRa1=2 Pr1=2

ð19Þ

eT ¼ T � T 0

T w � T 0

ð20Þ

eP ¼ P

ðla=H 2ÞRa1=2 Pr1=2
ð21Þ

where Ra is the Rayleigh number based on H, Eq. (10).

The boundary conditions are shown directly in Fig.

1. For all the surfaces represented by a solid line, the

non-slip ð~u ¼ ~v ¼ 0Þ and impermeable boundary condi-

tions were used. This includes the adiabatic vertical wall,

inlet flow region of Fig. 1a, and outlet flow region of

Fig. 1b. At the inlet of Fig. 1a––i.e. at the inlet of the

extension, the vertical component of the velocity was as-

sumed to be zero ð~v ¼ 0Þ. As a consequence, Eq. (14)

yields o~u=o~x ¼ 0, which represents a uniform velocity

profile on that boundary. At the horizontal boundaries

(side walls) of the inlet extension, free-slip and no pene-

tration were assumed. In Fig. 1a, the u-component of the

velocity was assumed to be zero (i.e. no penetration) in

the right side of the vertical outlet extension, in addition

to the free-slip. On the left side of the same numerical

extension, free-slip with allowance of penetration was

assured. Such consideration eliminates the unrealistic

appearance of the chimney effect due to the extension

of the numerical domain [25]. In the horizontal outlet

plane o~u=o~y ¼ o~v=o~y ¼ 0 was specified.



Table 1

Grid refinement example, Fig. 1a

Mesh ð~x
 ~yÞ Nodes Elements ~q0 ~q0n�~q0nþ1
~q0nþ1

��� ���
25 · 25 153 71 4.684857 –

51 · 51 525 200 4.868688 0.03775

75 · 75 1113 382 4.824711 0.00911

101 · 101 2321 720 4.940291 0.02339

151 · 151 4755 1399 5.017920 0.01547

201 · 201 8841 2490 5.068588 0.00999

Table 2

Grid refinement example, Fig. 1b

Mesh ð~x
 ~yÞ Nodes Elements ~q0 ~q0n�~q0nþ1
~q0nþ1

��� ���
25 · 25 153 77 5.075517 –

51 · 51 705 257 5.161771 0.01671

75 · 75 1205 424 5.013852 0.02950

101 · 101 2441 775 5.040386 0.00526

151 · 151 4969 1491 5.085687 0.00890

201 · 201 9081 2600 5.120044 0.00671
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In Fig. 1b, free-slip and no penetration were assumed

in the vertical boundary of the inlet extensions. In the

horizontal inlet boundary, a uniform velocity profile

was specified as described above. In the outlet vertical

plane, o~u=o~x ¼ o~v=o~x ¼ 0 were specified. The tempera-

ture of the hot wall and the inlet cold fluid were fixed

equal to eT ¼ 1 and eT ¼ 0 respectively. All other sur-

faces of the numerical domain were considered adiabatic

oeT =on ¼ 0, where n is the unit vector normal to the

respective surface.

The numerical simulations were conducted using a

commercial CFD package [24], which is based on the

Galerkin finite elements method. The L-shaped numeri-

cal domain was discretized non-uniformly using quadri-

lateral elements with nine nodes each. For this type of

element, the velocity and temperature are approximated

using biquadratic interpolation functions. The discon-

tinuous pressure approximations used was bilinear.

When the value of a variable (e.g., velocity components

and temperature) is specified at a boundary node, the

particular discretized equation for that variable is disre-

garded, and the variable boundary value is used in the

other equations. The fully coupled approach, which

solves all conservation equations in a simultaneous cou-

pled manner, was used. The explicit appearance of the

pressure was eliminated based on a penalty function,

with an error factor of 10�8. The nonlinear equations

resulting from the Galerkin finite element were solved

by successive substitutions followed by the Newton–

Raphson scheme. Such approach uses the slower but

more robust character of the successive substitution

method to bring the solution within the radius of con-

vergence of the faster converging Newton methods. In

order to control spatial numerical instabilities generated

at high Ra, the upwind formulation was applied.

Two parameters were used for the determination of

the convergence criteria: the solution vector ui and the

residual vector R(ui), where i is the iteration index.

The convergence criteria for the solution vector is

kui � ui�1k
kuik

6 0:001 ð22Þ

where k Æ k is the Euclidean norm. The use of the solu-

tion vector as a convergence criterion may mask the re-

sults accuracy. The reason for that stems from the fact

that the difference between the solution vectors ui � ui�1
may be small because the step time between the two iter-

ations is small, which can wrongly satisfy Eq. (22). A

more reliable convergence criterion is based on the resid-

ual vector R(ui), which must tend to zero as ui tends to

the solution. This criterion reads as

kRðuiÞk
kR0k

6 0:001 ð23Þ

where R0 is a reference vector, typically R(u0). The com-

bination of Eqs. (22) and (23) provides an effective over-
all convergence criterion for all the problems studied in

this paper, since both Dui = ui � ui�1 and R(ui) tend to

zero close to the solution.

The grid refinement tests showed that the ideal mesh

is a function of the Rayleigh number. Furthermore, the

mesh should be non-uniform in the ~x direction, with the

smaller elements located close to the verticals walls

where intense velocity and temperature gradients are

expected. The mesh accuracy study showed that for

Ra = 105, 101 nodes per unit of length should be used

in both directions. However, for RaH = 106 and 107,

201 nodes per unit of length were used in both direc-

tions. The mesh independence study is based on the fig-

ure of merit––the total heat transfer rate, Eq. (3). We

require that the difference in terms of heat transfer rate

be less than 1% for further doubling of the number of

nodes.

Tables 1 and 2 show how grid independence was

achieved in terms of dimensionless heat transfer rate

for the L-shaped channel shown in Fig. 1a and b consid-

ering (Ra = 105, Pr = 0.7, ~D ¼ 0:1, eH in ¼ 0:1, eL ¼ 0:1,
and eLd ¼ 0:5) and (Ra = 105, Pr = 0.7, eD ¼ 0:1,eH out ¼ 0:1, eL ¼ 0:1, and eLu ¼ 0:5) respectively.
5. Numerical optimization of the L-shaped channel

The objective of the present paper is to optimize the

geometry of the channel to maximize the total heat

transfer rate, which is global parameter. Detailed veloc-

ity, temperature, and pressure fields within the channel



Fig. 3. The effect of the wall-to-wall spacing on the heat

transfer rate of a L-shaped channel.
Fig. 4. The effect of the inlet and outlet height on the heat

transfer rate.

Fig. 5. The optimal wall-to-wall spacing of a vertical channel

with horizontal inlets or outlets.
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can be found elsewhere [2–10,21,22], and therefore, we

do no reproduce them here.

Fig. 3 shows that ~q0 can be optimized numerically

with respect to the wall-to-wall spacing eD for both con-

figurations presented in Fig. 1, when eH in (or eH out) is

fixed. The maximum is relatively sharp for both config-

urations. However, the curves are not symmetric on each

side of the maximum. According to Fig. 3, smaller val-

ues of the wall-to-wall spacing ðeD < eDoptÞ are much

more detrimental to the thermal performance than the

larger wall-to-wall spacing ðeD > eDoptÞ where the total

heat transfer rate decreases slowly. The reason comes

from the fact that, for small eD values, the coolant fluid

is overworked thermally. In other words, the fluid

reaches a temperature equal to the temperature of the

hot wall before the end of the channel heated section,

which reduces tremendously the heat transfer rate.

The optimization opportunities in terms of inlet and

outlet port heights ( eH in or eH out) are depicted in Fig. 4,

for a fixed value of eD. Similarly to what was observed

in Fig. 3, one notes that the behavior of the curve on each

side of the maximum is different. Smaller than optimal

values ( eH in;opt < eH in or eH out;opt < eH out) lead to smaller

heat transfer rates than larger than optimal values.

The next step is to vary simultaneously eD and eH in (oreH out) to determine the geometry that maximizes the heat

transfer rate. For the two configurations shown in Fig.

1, the optimization process was based on two similar

nested loops. For Fig. 1a, fixed values of the Rayleigh

number and of eL were specified. The wall-to-wall spac-

ing eD is varied until the maximal heat transfer rate per

unit of length is determined for a given eH in. It is worth

mentioning that the mesh was updated according to the

variation of eD, by respecting the number of nodes per

unit of dimensionless length described in Section 4. Once

~q0 was maximized with respect to eD, a slightly different

value was specified for eH in, and eD was varied again in
order to determine the new maximum value of ~q0. This
process was repeated for three values of Ra, and three

values of eL, until the set eDopt and eH in;opt that maximizes

~q0 is determined. This geometry corresponds to the opti-

mal design. The same procedure was adopted for the

configuration of Fig. 1b. However, in this case ~q0 was
maximized with respect to eD and eH out.

Fig. 5 summarizes how the optimal wall-to-wall spac-

ing responds to changes in eL and Ra for both setups of

Fig. 1: Fig. 1a (open symbols) and b (closed symbols).

According to Fig. 5, the optimal spacing decreases as

the Rayleigh number increases, regardless of the config-

uration or the length of the adiabatic horizontal sectionseL. Another interesting aspect is the insensibility of eDopt

with respect to the configuration (i.e., Fig. 1a or b),

and length eL. This feature of eDopt allows us to express

it as a function of the Rayleigh number only. Based on

our numerical results, we find the following correlation:



Fig. 6. The effect of adiabatic inlet horizontal length on the

optimal inlet height.
Fig. 8. The maximal heat transfer rate that corresponds to the

optimized lengths reported in Figs. 6 and 7.
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eDopt ffi 2:8Ra�0:23 ð24Þ

Eq. (24) is plotted in Fig. 5, and presents a maximum

error of 5.6%.

Fig. 6 compares the optimal inlet height, eH in;opt, ob-

tained numerically with the analytical prediction of Sec-

tion 3, Eq. (12), for the setup of Fig. 1a. It can be seen

that the trend is the same for both solutions, and that

the agreement becomes better as eL goes to zero, which

is the limit for which Eq. (12) has been derived. Another

interesting aspect is that, according to the numerical re-

sults, eH in;opt is approximately proportional to Ra�0.17,

regardless of the horizontal length eL. Furthermore, for
a fixed Rayleigh number, eH in;opt increases with eL. This
means that the longer the walls of the inlet channel from

which the cold fluid is drawn in, the larger the optimal

mouth of this channel.

The same observations described above are valid for

the optimal outlet height, eH out;opt as shown in Fig. 7. The

optimal outlet port, eH out;opt scales as �Ra�0.17, and in-

creases with eL. The results presented in Figs. 5–7 con-
Fig. 7. The effect of adiabatic outlet horizontal length on the

optimal outlet height.
firm the assumption made in Section 3 that eDopt,eH out;opt, and eH in;opt have similar values. We note,

though, that eH out;opt is approximately 14% larger thaneH in;opt for the same values of Ra and eL.
Fig. 8 shows the variation of maximum heat transfer

rate, ~q0max, for the configuration described in Fig. 1a as a

function of eL and Ra. From Fig. 8, it is clear that, for a

fixed value of Ra, the maximum heat transfer rate de-

creases slightly as eL increases, especially at low values

of Ra. This is consistent with the idea that the mass flow

rate decreases because of friction losses at the non-slipeL-channel walls. The longer the eL-walls, the more

important the total friction losses. However, the numer-

ical results show that for the range of eL-values consid-
ered, eL has a minor effect on ~q0max in comparison with

the other parameters.

For the sake of comparison, the scale prediction of

Section 3 for the maximum heat transfer rate, Eq.

(13), is plotted against the numerical results in Fig. 8.
Fig. 9. The effect of the horizontal outlet length on the maximal

heat transfer rate of a L-shaped channel of Fig. 1b.
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The agreement between Eq. (13) and the numerical re-

sults can be considered good in an order of magnitude

sense.

Fig. 9 shows the effect of eL and Ra on the maximal

heat transfer rate per unit of length for the configuration

of Fig. 1b. Similarly to the behavior shown in Fig. 8, the

performance of configuration Fig. 1b slightly decreases

as eL increases, especially at low values of Ra. Addition-

ally, it is also shown that Eq. (13) agrees satisfactorily

with the ~q0max results obtained numerically for Fig. 1b.
6. Numerical optimization of the C-shaped channel

The optimization procedure adopted for the C-

shaped channel of Fig. 10 is similar to the one used in

Fig. 1. However, in this case, three degrees of freedom

are present: eD, eH in, and eH out. The optimal wall-to-wall

spacing ðeDoptÞ is reported in Fig. 11 for different values

of the horizontal extension and Rayleigh number. As in

Fig. 5, eDopt decreases as Ra increases. For a fixed Ra

number, no significant variation of eDopt was observed
Fig. 10. The numerical domain and bounda
when varying eL. Based on the numerical results, the

optimal spacing can be correlated aseDopt ffi 3:5Ra�0:25 ð25Þ

with a maximum error of 4.2%.

Fig. 12 shows the optimal inlet and outlet heights for

the C-shaped channel of Fig. 10. It can be seen that both

heights, eH in;opt and eH out;opt, decrease as Ra increases.

Also, for a fixed Ra number, eH in;opt and eH out;opt increase

with eL. We stated in the previous sections that abrupt

changes in the channel cross-section must be avoided

to minimize the flow resistance (junction losses). This

is verified by our results: eH in;opt, eH out;opt and eDopt all

have similar values. However, a new feature is revealed

in Figs. 11 and 12. eH out;opt is slightly larger than eH in;opt

(on average, 15% larger). For a large Rayleigh number

(Ra > 106), we have eH in;opt < eDopt < eH out;opt, i.e., that

the optimal channel enlarges in the direction of the flow.

This resembles a vertical divergent channel (i.e. that the

intake width is narrower than the outlet width), which,

according to [25], performs better than a straight vertical

channel. The conclusion is that the optimal C-shaped
ry conditions of a C-shaped channel.



Fig. 12. The optimal inlet and outlet heights of a C-shaped

channel.

Fig. 11. The optimal wall-to-wall spacing of a C-shaped

channel.
Fig. 13. The maximal heat transfer rate of a C-shaped channel

that corresponds to the optimized lengths reported in Figs. 11

and 12.
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configuration has a cross-section that increases slightly

from one part of the channel to the other, but that these

‘‘changes’’ in terms of channel cross-section are small

and smooth.

The order of magnitude analysis performed for the L-

shaped channels described in Section 3, can be adapted

to the present case by assuming that abrupt changes

between parallel walls are once more avoided in the

optimal configuration (i.e. eDopt � eH in;opt � eH in;opt). By

relying on this assumption, one can observe that Eq.

(6) still holds for the C-shaped channel. However, Eq.

(9) now reads as

q0eH in!0:5

kðT w � T 0Þ
¼ 0:516Ra1=4ð1� 2 eH inÞ3=4 ð26Þ
and consequently the optimal inlet and outlet heights of

the C-shaped channels scale as

ð1� 2 eH in;optÞeH 4

in;opt

ffi 0:03491Ra ð27Þ

By using the same simplification as in Section 3, we can

also rewrite Eq. (27) as

eH in;opt �
1

0:5þ 0:432Ra1=4
ð28Þ

Reintroducing Eq. (28) in Eq. (26) leads to a maximum

heat transfer rate of

~q0max ¼ 0:516Ra1=4 1� 1

0:25þ 0:216Ra1=4

� �3=4
for Pr ¼ 0:7 ð29Þ

Eq. (27) is plotted against the numerical results in Fig.

12 with a relatively good agreement, especially in the

upper frame, which reports eH in;opt.

Finally, Fig. 13 shows the effect of eL and Ra on ~q0max
for the channel sketched in Fig. 10. As expected, the

maximum heat transfer rate decreases as ~L increases.

Furthermore, we note that maximum heat transfer rates

achieved with the C-channel are always smaller than the

ones obtained with the L-channels. Eq. (29) is reported

in Fig. 13. The numerical results agree reasonably with

the scaling prediction when Ra � 107.
7. Conclusions

In this paper, we showed numerically and theoreti-

cally that the heat transfer rate per unit of length can



Table 3

Numerical optimal parameters and maximum heat transfer rate for the three channels studied in this papereDopt (rmax <) eH in;opt (rmax <) eH out;opt (rmax <) ~q0max (rmax <)

Fig. 1a 2.8Ra�0.23 (5.6%) 1:7eL0:18Ra�0:17 (3.6%) – 0:265eL�0:05
Ra0:29 (7.5%)

Fig. 1b 2.8Ra�0.23 (4.3%) – 1:85eL0:16Ra�0:17 (8.2%) 0:28eL�0:02
Ra0:29 (5.5%)

Fig. 10 3.5Ra�0.25 (4.2%) 1:6eL0:22Ra�0:17 (6%) 1:45eL0:17Ra�0:16 (6.2%) 0:09eL�0:08
Ra0:35 (5.5%)
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be maximized by optimizing the wall-to-wall spacing eD,
and the heights of the inlet and outlet ports of L and C-

shaped channels in laminar natural convection. The glo-

bal constraint used during the optimization is the total

height of the channel. The numerical simulations, which

were conducted in the range 105 < Ra < 107, showed

that the optimal spacings ðeDoptÞ decrease as Ra in-

creases, and that they are insensible to adiabatic exten-

sion length eL for the three configurations considered,

Fig. 1a, b and Fig. 10. On the other hand, eH in;opt andeH out;opt depend on eL and on the configuration selected.

Another important conclusion is that an optimized con-

figuration of the L-shaped channel performs better

than optimized C-shaped channels (i.e., ~q0max; Fig: 1 >
~q0max; Fig: 11). The correlation obtained numerically for

the optimal parameters (eDopt, eH in;opt and eH out;opt) and

maximum heat transfer rate are reported in Table 3,

for the different configurations studied in this paper.
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